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#### Abstract

In this paper ${ }^{1}$, a new single-server priority queueing system with a peaked arrival process and generally distributed service time is analysed by using the Polya distribution to describe the peaked traffic flows. The mean waiting time in the case of infinite number of waiting places is obtained using a generalized PollaczekKhinchin formula. It is shown that the performance of such delay systems varies vastly depending on the peakedness of the input flow. To the best of our knowledge, such a priority queueing system with a peaked arrival process is analysed for the first time.
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## 1 INTRODUCTION

In order to offer different service levels for different groups of users, the queueing systems are often controlled by priority mechanisms. The priority queueing can easily provide service

[^0]differentiation [1]. To achieve this, in the telecommunications networks for instance, priority classes can be used, which are supported by a corresponding field in the header of the Protocol Data Units (PDUs), e.g. the DiffServ Code Point (DSCP) in Internet Protocol (IPv4) packets, the first 3 bits in the VLAN protocol identifier of the 802.1Q (Q-tagged) Ethernet frames, the Cell Loss Priority (CLP) bit in Asynchronous Transfer Mode (ATM) cells, the Flow Label and Traffic Class in IPv6 packets, the priority channel access in IEEE 802.15.4, etc. The priority control is also widely used in production practice, transportation management, health insurance, civil protection, prevention services, etc. New communication technologies, like Bluetooth, ZigBee and others used for Internet of Things (IoT) services nowadays, allow interconnection of a big number of devices that are considered irregular traffic sources. The diversity of the applications built on the top of IoT requires schedules with priorities of tasks in the systems.
The priority queueing systems are used also in many mobile networks. The prioritization scheme for handover calls in cellular networks is discussed in multiple articles. For instance, a Dynamic Multilevel Queue Scheduling algorithm is proposed in [2]. In [3], a mathematical model to estimate the priority processing of handoff calls in cellular wireless networks is proposed.
The Pollaczek-Khinchin formula is considered a fundamental equation in the queueing theory [4]. Different generalizations of it were implemented in M/G/1 queues by: Markov modulated service processes with two-states [5], application-layer protocols and scheduling in peer-to-peer networks [6], etc.
Kleinrock analysed priority queues under the condition that user classes have defined priorities [6]. In [7], the Kleinrock's analysis of a time-dependent priority queue is extended to accumulating priority queue.
In [8], a priority queue-scheduling algorithm for resource allocation inside a data centre, running various kinds of application workloads, is proposed.
In the current paper, a new priority Polya/G/1 queue with a bursty arrivals and general distribution service times is analysed. Performance analysis is done in comparison to the standard M/G/1 model by using a generalized Pollaczek-Khinchin formula.

## 2 POLYA ARRIVAL PROCESS

A pure birth process, called a Polya arrival process, has average arrival rate $\lambda$ and peakedness $\beta$ of the input flow [9]. The probability $P_{i}(t)$ of having $i$ arrivals within a time interval $t$ is:

$$
\begin{equation*}
P_{i}(t)=\left(\frac{\lambda t}{1+\beta \lambda t}\right)^{i} \frac{1(1+\beta) \ldots[1+(i-1) \beta]}{i!} P_{o}(t), \tag{1}
\end{equation*}
$$

where $P_{o}(t)=(1+\beta \lambda t)^{-\frac{l}{\beta}}$.
The coefficient of peakedness $(z)$ of the Polya flow is the ratio of the variance $V(t)$ and the mean value $M(t)$ of the number of arrivals within a time interval $t$ :

$$
\begin{equation*}
z=[V(t)] /[M(t)]=1+\beta \lambda t>1 \tag{2}
\end{equation*}
$$

## 3 GENERALIZED POLLACZEK-KHINCHIN FORMULA FOR POLYA/G/1 QUEUE

We used here a generalized version of $\mathrm{M} / \mathrm{G} / 1$, called Polya/G/1, with Polya distributed arrivals described by two parameters - the rate $\lambda$ and the coefficient of peakedness $z$. The general identically distributed service times are considered independent of the arrival process and have mean value $\tau$ and coefficient of variation $C_{t}$. It is assumed that the offered traffic $A=\lambda . \tau$ is less than 1 Erl as to ensure system stability.
The generalized Pollaczek-Khinchin formula applied to the Polya/G/1 system is obtained using the Kendall's Recursion [10]. The mean waiting time for this queueing system is:

$$
\begin{equation*}
W_{q}=\frac{\tau(A+z-1)\left(C_{t}^{2}+1\right)}{2(1-A)} . \tag{3}
\end{equation*}
$$

The mean residual lifetime $t_{R}$ at a random point of time is [1]:

$$
\begin{equation*}
E\left(t_{R}\right)=\left[\tau\left(C_{t}^{2}+1\right)\right] / 2 . \tag{4}
\end{equation*}
$$

As the offered traffic $A$ is equal to the probability of finding a user being served, the mean residual service time is:

$$
\begin{equation*}
R=\left[A \tau\left(C_{t}^{2}+1\right)\right] / 2 . \tag{5}
\end{equation*}
$$

The mean waiting time $\left(W_{q}\right)$ for an arbitrary user can be presented in two parts: 1) the mean residual service time; and 2 ) the waiting time experienced by the users that have already arrived but are waiting in the queue:

$$
\begin{equation*}
W_{q}=R+\tau L_{q}^{\prime}, \tag{6}
\end{equation*}
$$

where $L_{q}^{\prime}$ is the mean number of waiting users at the instant of arrival.
By conversion and substitution, one can get the following:

$$
\begin{equation*}
L_{q}^{\prime}=\frac{\left(A^{2}+z-1\right)\left(C_{t}^{2}+1\right)}{2(1-A)} \tag{7}
\end{equation*}
$$

Then from (3), (6) and (7), the following formula could be obtained:

$$
\begin{equation*}
W_{q}=R /(1-k), \tag{8}
\end{equation*}
$$

where $k=\left(A^{2}+z-1\right) /(A+z-1)$.

## 4 POLYA/G/1 QUEUE WITH NONPREEMPTIVE PRIORITY

In communication and computer networks, users are usually classified into $N$ classes with different priorities. It is assumed also that a user of class $p$ has higher priority than a user of class $p+1$. In a single-server non-preemptive priority queueing system, a new user waits until a server becomes idle even if it is serving a user with lower priority [9]. It also waits until all the users with higher priority and users arriving earlier with the same priority have been served.
In a Polya/G/1 single-server queue, the users of class $i$ arrive in accordance to a Polya process with arrival intensity $\lambda_{i}$, coefficient of peakedness $z_{i}$ of the number of arriving users, and mean service time $\tau_{i}$. The offered traffic is $A_{i}=\lambda_{i} \tau_{i}$. $C_{t i}$ denotes the service time distribution's coefficient of variation. A FCFS queueing discipline is assumed for each priority class.
We assume that the overall arrival process is a Polya arrival process, similarly to the individual arrival processes, with intensity $\lambda$, coefficient of peakedness $z$, mean service time $\tau$, and coefficient of variation $C_{t}$ as per the following formulas:

$$
\begin{equation*}
\lambda=\sum_{i=1}^{N} \lambda_{i}, \quad z=\sum_{i=1}^{N} \frac{\lambda_{i}}{\lambda} z_{i}, \tau=\sum_{i=1}^{N} \frac{\lambda_{i}}{\lambda} \tau_{i}, C_{t}=\sum_{i=1}^{N} \frac{\lambda_{i}}{\lambda} C_{t i} . \tag{9}
\end{equation*}
$$

The total offered traffic becomes:

$$
\begin{equation*}
A=\lambda \tau=\sum_{i=1}^{N} A_{i}=\sum_{i=1}^{N} \lambda_{i} \tau_{i} . \tag{10}
\end{equation*}
$$

At a random moment of time, one can obtain the mean residual service time as:

$$
\begin{equation*}
R=\sum_{i=1}^{N} R_{i}=\sum_{i=1}^{N} \frac{A_{i} \tau_{i}\left(C_{t i}^{2}+1\right)}{2} . \tag{11}
\end{equation*}
$$

The mean time to wait ( $W_{q l}$ ) for a highest-priority user is equal to the sum of the mean residual service time $R$ and the mean waiting time due to other highest-priority users already arrived and waiting in the queue $\tau_{1} L_{q 1}^{\prime}$, i.e.:

$$
\begin{equation*}
W_{q 1}=R+\tau_{1} L_{q 1}^{\prime}=R+k_{1} W_{q 1} ; \Rightarrow W_{q 1}=R /\left(1-k_{1}\right), \tag{12}
\end{equation*}
$$

where $k_{l}=\left(A_{l}^{2}+z_{l}-1\right) /\left(A_{l}+z_{l}-1\right)$.
The mean waiting time $W_{q p}$ for a class- $p$ user consists of two components - the waiting time due to having other active users of classes 1 to $p$ already waiting in the queueing system, and the mean time it takes to serve all newly arriving users of classes 1 to $p-1$ while this class- $p$ user is still waiting in the queue.
By putting these two components together, one can get the following formula:
where

$$
\begin{equation*}
W_{q p}=\frac{R}{\left(1-k_{p}^{\prime}\right)\left(1-\sum_{i=1}^{p-1} A_{i}\right)} \tag{13}
\end{equation*}
$$

## 5 NUMERICAL RESULTS

The mean waiting times for a given value of the coefficient of peakedness $(z)$ of the number of arrivals, the service time distribution's coefficient of variation $\left(C_{t}\right)$, and the offered traffic $(A)$ were calculated by means of a computer program based on the formulas presented in the previous sections.
Figure 1 demonstrates the mean waiting times $\left(W_{q i}\right)$ in a Polya/G/1 system with three non-preemptive priority classes as a function of the total offered traffic $A$, for two values of the coefficient of peakedness $(z)$ when $C_{t}=2$. The offered traffic in each of the three classes is of the same volume and the mean service times are also equal, i.e. $\tau_{1}=\tau_{2}=\tau_{3}=0.001 \mathrm{~s}$. The mean waiting time $W_{q}$ in a system without priorities at all is also shown on the figure.

a) Non-preemptive priority queue with peakedness $z=1.0$

b) Non-preemptive priority queue with peakedness $z=1.5$

Figure 1: The mean waiting time in a Polya/G/1 queue with three non-preemptive priority classes as a function of the total offered traffic.

One could see that increasing the value of the coefficient of peakedness $(z)$ of the number of arrivals leads to an increase of the mean time to wait for users in each service class; however, relatively, this increase is higher for low-priority classes. In addition, the mean waiting time for users in class 3 is even higher than that in a system without priorities at all, for all instances.

## 6 CONCLUSIONS

The presented methods for determining the mean time to wait in a single-server Polya/G/1 queue with non-preemptive priority allow accurate planning of telecommunications networks and overall improving of the quality of service in all kind of applications that will need priorities at different levels of service.
The impact of the peakedness of the number of arrivals and the service time variance on increasing the service delay and the queue length of the low-priority classes in the system has been demonstrated.
The proposed methods could be used to evaluate the priority queueing performance in fix and mobile communication networks with service differentiation, special applications in cloud computing, and peer-to-peer processing with pre-emption. E-health, civil protection, emergency calls, and reliable robotics are few of the possible applications of this kind.
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